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Introduction 
The major digital platform companies present a large, complicated array of 

benefits and problems for the country and the world. The companies increasing-
ly have the attention of both average citizens and senior-most public officials, as 
befits entities that have achieved great—perhaps even paramount—influence in 
political, social, and cultural domains. And, in recent times, the companies have 
become the objects of profound ambivalence, with serious proposals emanating 
from serious sources recommending material changes in their legal rights and 
obligations.1  

The services offered, and the business models sustaining those services, pro-
duce very important consequences—both good and bad—in both the long-term 
and the short-term. Political and jurisprudential realities suggest that in the 
United States comprehensive policy responses will be formulated and imple-
mented only over an extended period. And that raises the question, what le-
gal mechanisms are available to address issues that arise in the interim? Does 
availability of legal tools imply efficacy, or are the obstacles to the imposition of 
effective remedies—assuming remedies are required—so formidable as to com-
promise the undertaking?

Google, Facebook, Twitter, YouTube and other significant digital platform 
companies produce a great deal of value that public policy should take care to 
preserve.

At the same time, the concerns about the business practices of the major plat-
form companies are numerous and variegated. And so are the concerns about the 
misuse of their products and services. By way of example, the concerns include:

• conduct with respect to personal data acquisition
• conduct with respect to uses and disposition of personal data
• conduct with respect to security of information and data breaches
• inadvertent facilitation of incitement speech
• inadvertent facilitation of hate speech
• inadvertent facilitation of libel and defamation
• inadvertent facilitation of online commercial crime
• inadvertent facilitation of intellectual property theft
• inadvertent facilitation of unacknowledged foreign political influence
• anticompetitive conduct maintaining or leveraging monopoly

Engaging these concerns is likely to be as variegated as the concerns them-
selves, and time consuming as well. Assembling facts and recommendations on 
privacy issues is likely to take priority in the 116th Congress. The European Gen-
eral Date Protection Regulation (GDPR), in effect, and the California Consumer 
Privacy Act, to take effect next year, have crystalized the issue and have created 
a willingness on the part of affected industrial interests to contemplate a general 
federal privacy law more generously than in the past.

As noted, however, privacy is far from the only relevant issue involving the 
digital platform companies. The malignant use of their services and products 
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produces a wide range of additional challenges that will require their own Con-
gressional fact and recommendation gathering.

Which is to say that it will take a long time to resolve the matters that require 
additional social controls, to configure suitable legal or regulatory designs, and to 
pass them into law.2 In light of these inevitable time lags in pursuing and secur-
ing substantive legislative changes, and in light of the necessity of addressing the 
issues and concerns in the interim, the use of an existing arrangement should be 
encouraged.

The best available interim arrangement appears to be the FTC’s Section 5 juris-
diction over “unfair … acts or practices affecting commerce,” essentially a consum-
er protection rather than competition law approach. An approach of this kind has 
the advantage of being implemented with minimal legislative activity, essentially 
only resource augmentations that are trivial in the larger budgetary context. If im-
plemented, it would provide useful insights about the kinds of more specific legis-
lative initiatives that would be desirable. Admittedly, it has significant limitations, 
most notably in the form of limited remedies3 and in not changing a platform’s 
economic incentives. It bears emphasis: the critical advantage is availability. This 
approach recommends itself among the available alternatives, but it is far from 
optimal as a deterrent.

For this to be an effective interim approach, several adjustments would be re-
quired:

• The FTC would have to overcome reluctance about the aggressive use of its 
unfairness authority dating from controversies in the late 1970s.

• Congress would need to provide a substantial increase in the FTC’s budget.
• The courts would need to afford the FTC latitude in devising remedies, includ-

ing remedies that encounter First Amendment requirements.

Unfairness Jurisdiction and Its Discontents
The Federal Trade Commission Act’s prohibition of “unfair or deceptive acts 

or practices in or affecting commerce”4 constitutes the closest thing to a general 
consumer protection law available to federal law enforcement officials. It has been 
in the United States Code since 1938, when Congress passed the Wheeler-Lea Act 
to correct a narrow Supreme Court construction of the 1914 Federal Trade Com-
mission Act.5

 
At the outset it is worth observing that many of the troubling uses of the plat-

forms involve matters that are not economic transactions as normally understood. 
And that raises the question of whether they should be regarded as within the 
FTC’s unfairness jurisdiction. As described below, the FTC has brought enforce-
ment actions against privacy intrusions and insufficient data protection, which 
often involve harm of a non-monetary nature.6 This suggests the breadth of the 
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Commission’s subject matter jurisdiction. Nevertheless, in deciding whether to 
make aggressive use of its unfairness authority, the Commission will need to con-
sider the probability of jurisdictional challenges. 

The FTC’s ability to consider and resolve unfairness claims is qualified by a 1994 
amendment to Section 5 of the FTC Act.7 The amendment conditions the FTC’s 
ability to declare an act or practice unfair on three factors. First, that it causes or 
is likely to cause substantial injury to consumers. Second, that it is not reasonably 
avoidable by consumers themselves. And third, it is not outweighed by counter-
vailing benefits to consumers or competition. The Commission is entitled to con-
sider established public policies in reaching a determination about whether an act 
or practice is unfair, but not allowed to let these established policies constitute the 
primary basis for its determination.

As a practical matter, how the Section 5(n) qualifications came into the FTC Act 
is probably more important than the substantive provisions themselves. As a lead-
ing scholar has observed, 

In spite of the ease with which a complaint can recite the three-part test, the Commission 
has shied away from pleading it; but noteworthy exceptions are starting to occur. Unfair-
ness is part of the Commission’s historic mandate, reaffirmed by Congress, and there is 
no reason why sound unfairness cases should not be brought.8

The story of why, over the last four decades, the FTC has tended to treat its un-
fairness jurisdiction circumspectly has been told from time-to-time, usually some-
what euphemistically. In the late 1970s, the FTC’s increasingly aggressive use of 
its consumer protection jurisdiction encountered both a dramatic change in the 
zeitgeist and what, at the time, was an uncharacteristically ferocious corporate 
response. The consequence has been a “hangover from the so-called ‘Kidvid’ con-
troversy [that] remains a reminder to the FTC today that pushing too aggressively 
can result in painful consequences.”9 

A very few years prior to the Kidvid controversy, the political and policy momen-
tum appeared to favor greater use of the FTC’s unfairness jurisdiction. 

In 1969, an exhaustive, unremittingly critical study of the FTC was published by 
a group organized and directed by Ralph Nader, then by far the most prominent 
consumer advocate in the country.10 Coinciding with that study was one commis-
sioned by the American Bar Association that was similarly critical of the FTC.11  

The two reports were very influential in reinvigorating the FTC. So, too, were 
President Nixon’s initial appointees following publication of the reports. President 
Nixon first appointed as chairman Caspar Weinberger, later Secretary of Defense 
in the Reagan Administration, and then Miles Kirkpatrick, a distinguished Phil-
adelphia lawyer who had chaired the ABA study. The FTC’s Congressional over-
seers viewed their tenures as highly successful, particularly in making the agency 
more aggressive in both antitrust and consumer protection matters.12 
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Further, in 1972, in the S & H Green Stamps case, the Supreme Court ruled that 
Section 5, as amended by the Wheeler-Lea Act, “empower(s) the Commission to 
proscribe practices as unfair or deceptive in their effect upon consumers regard-
less of their nature or quality as competitive practices or their effect on competi-
tion.”13 

And finally, in the wake of the Watergate scandal, a reform minded Congress 
provided the FTC with additional encouragement to engage in vigorous consumer 
protection activities. On January 4, 1975, the Magnuson-Moss Warranty - Feder-
al Trade Commission Improvement Act was enacted into law.14 It confirmed the 
Commission’s right to promulgate substantive trade regulation rules.

Thus, by the mid-1970s, an expectation that the FTC would pursue significant 
and innovative consumer protection initiatives was well established. And in ac-
cordance with the expectation, President Carter nominated Michael Pertschuk as 
chairman of the agency. The new chairman had been a prominent Congressional 
aide, an important drafter of the Magnuson-Moss Act. He also had a strong and 
well-deserved reputation as a consumer champion.

What happened next can be summarized only at some cost to an appreciation 
of how unusual were the events and how extended their consequences.15 In April, 
1977, just as Pertschuk assumed the chairmanship, two public interest groups filed 
a petition seeking to have the FTC regulate children’s television advertising. Over 
the rest of the year, Pertschuk and officials in the FTC’s Bureau of Consumer Pro-
tection16 studied the matter. One of the issues of particular concern involved ad-
vertising of highly sugared products, especially cereal. Among other things, Pert-
schuk made both public statements and engaged in correspondence with elected 
and appointed officials about the issue.17 

In early 1978, the FTC voted unanimously to initiate “a rulemaking proceeding 
subsequently called the most radical agency initiative ever conceived... propos[ing] 
sweeping regulations to restrict television advertising to children.”18 Immediate-
ly thereafter, the Washington Post published an editorial denouncing the Federal 
Trade Commission as the “National Nanny,”19 a phrase that today would be de-
scribed as having gone viral. From the FTC’s perspective, things got progressively 
worse. Kellogg, an aggrieved cereal manufacturer that by chance also was involved 
in another FTC proceeding, signified its extreme displeasure by replacing its es-
tablishment law firm with Frederick Furth, a famously aggressive and colorful 
plaintiff’s antitrust attorney.20 Furth more than met expectations, shredding the 
traditional decorum governing private parties’ interactions with administrative 
agencies.21 Among other things, he filed a suit, initially successful, to require Pert-
schuk’s recusal from the Kidvid proceeding.22 Although the order eventually was 
overturned on appeal,23 Pertschuk voluntarily recused himself. Broadcasters, ad-
vertisers, and others threatened by the initiative pursued their concerns on Capitol 
Hill. As one of the combatants later reflected: 

Inflation was rampant; stagnation in the economy began to spark opposition to consumer 
legislation; and corporations developed rhetorical rebuttals to “public interest” arguments, 
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warning of “excessive governmental regulation.” Lobby innovations were created. The 
industries that opposed the children’s television rulemaking raised $16 million in contri-
butions to oppose it… [T]hat was an amount one fourth the entire FTC’s budget. No one 
had ever raised that much money to oppose an agency rule-making proceeding. And, of 
course, campaign contributions to Congressmen grew.24

These events were unfolding in the context of a violent collision of policy out-
looks, between a recently invigorated consumer protection activism and an as-
cending free market orientation, between an emphasis on equity and an emphasis 
on efficiency.25 In policy realms, money was on the side of the free market and 
efficiency.  Whether that or its inherent merit accounts for its victory is something 
that can be debated, but the outcome, at least as far as the FTC project was con-
cerned, was beyond further debate.  

[A] tidal wave of business opposition to the agency swept over Capitol Hill. Criticism by 
affected commercial interests moved Congress to consider numerous measures to halt spe-
cific enforcement initiatives and curb the agency’s generic powers… [The Commission was 
described] as a “renegade agency,” a “bureaucratic agency that is out to destroy free en-
terprise,” a “rogue agency gone insane.” In more temperate but nonetheless revealing lan-
guage, the chief sponsors of [legislation to limit the FTC’s unfairness jurisdiction] said the 
agency’s refusal to heed legislative guidance required Congress to restrict its powers. “The 
real reason that we have proposed this legislation for the FTC is because the Commission 
appeared to be fully prepared to push its statutory authority to the very brink and beyond,” 
explained Senator Howard Cannon. “Good judgment and wisdom had been replaced with an 
arrogance that seemed unparalleled among independent regulatory agencies.”26

While the legislation limiting the FTC’s jurisdiction was being debated, the 
agency’s appropriation expired and, on May 1, 1980, it shut down. At the time, if 
not today, a government agency’s shutting down for want of appropriated funds 
was genuinely unusual. The Carter Administration found a temporary solution 
that permitted the agency to reopen, and later that month the Federal Trade Com-
mission Improvements Act of 1980 became law at the immediate cost of eliminat-
ing the authority to continue the Kidvid proceeding.27 At the end of 1980, the FTC 
issued a policy statement that had the effect of limiting the bases for its pursuit of 
unfairness prosecutions.28 In 1994 it was codified as Section 5(n).

Meeting Section 5(n)’s requirements for pleading an unfairness violation, as not-
ed, is not self-evidently terribly difficult. Overcoming the institutional aversion to 
using unfairness jurisdiction as a result of the Kidvid controversy, as a recent FTC 
Commissioner indicates, has been difficult.

The FTC has used its unfairness authority to police some data practices, though cautiously 
and incrementally. One solution is for the FTC to use its unfairness authority more aggres-
sively, and perhaps even its Magnuson-Moss rulemaking authority, to push industry norms 
toward the best practices that the FTC itself articulates. But this may be easier said than 
done. Although FTC has used its unfairness authority relatively cautiously, it is constantly 
called on to defend its use of the authority when it does use it.29 
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Resources
The second requirement is in the sole control of Congress: money.

The Federal Trade Commission is not a large agency. In this fiscal year, the Fed-
eral Trade Commission has approximately 1,100 employees—fewer than it had 35 
years ago--spread across the Bureaus of Consumer Protection, Competition, and 
Economics.30 The FTC has both extremely broad authority and extremely broad 
responsibilities, with merger review and enforcement as a particular focal point. 
Because the FTC shares responsibility with the Antitrust Division for Hart-Scott 
merger review, its discretion with respect to deployment of professional resourc-
es is constrained. The agency’s leaders cannot predict the waxing and waning of 
reportable mergers in any given time frame, but they are aware that the numbers 
can spike and recede without a great deal of warning.31 And while the flexibility 
afforded by prosecutorial discretion permits adjustments in marginal cases, there 
inevitably will be some unknown number that require extensive review and the 
associated commitment of professional staff. The consequence is that the resourc-
es available for consumer protection and non-merger enforcement are a smaller 
fraction of the whole. In the Bureau of Competition, 231 professionals are assigned 
to merger review and compliance while only 128 are assigned to non-merger en-
forcement and compliance.32 In addition, the agency has acquired a new respon-
sibility with respect to Internet Service Providers as a consequence of the Federal 
Communications Commission’s decision to change their regulatory status.33 

  
Notwithstanding increases in responsibility, the FTC’s budget has been shrink-

ing. In FY18, the agency’s funding decreased slightly from $313 million to $306 
million—well below the Obama administration’s FY17 proposed level of $342 mil-
lion.34 The FTC’s budget request for fiscal year 2020, developed subject to Admin-
istration guidance, sought an increase to $312.3 million and no increase in the 
number of Commission employees.35 

The FTC’s current leadership has raised budgetary concerns in the specific con-
text of the agency’s work involving privacy and data security. “It is critical that 
the FTC have sufficient resources to support its investigative and litigation needs, 
including expert work, particularly as the demands for enforcement in this area 
continue to grow.”36 

The first requirement is for the FTC to break completely free of the reticence 
borne of what is becoming a very remote experience. Just as the zeitgeist worked 
against an activist Commission forty years ago, at least in the case of digital plat-
forms it appears to be working against a passive Commission today.
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Remedial Challenges: Specificity
At a time when the debate over the relative merits of equity and efficiency in 

policy matters has renewed and intensified, when the concerns about negative ex-
ternalities emanating from the major digital platforms are rising, and when the 
possibility of remedial legislative action remains remote, there appears to be both 
an opportunity and a need for the FTC to take up Commissioner McSweeny’s sug-
gestion to weigh some of the concerns against an unfairness standard. 

This is not to say that the FTC would find that employing its unfairness jurisdic-
tion to be unchallenging. In a sense, the FTC meets Google’s “Don’t Be Evil” and 
Facebook’s “Move Fast and Break Things” with the riposte “Don’t Be Negligent.” 
And this may be a problem.  

Three digital realm cases illustrate the FTC’s approach with respect to remedies, 
and also pose the question, is the approach good enough?

Former Commissioner Wright identified HTC America as an example of many of the cases 
brought by the Commission under its unfairness authority [that] have focused on unreason-
able or inappropriate business practices that cause consumers monetary or other tangible 
injury, or otherwise threaten consumers’ well-being by compromising the privacy or security 
of sensitive personal information. In many of these applications, the unfairness analysis is 
relatively straightforward, as the business practice generates relatively obvious harms and 
little to no benefit… In its complaint, the Commission implicitly recognized that HTC’s inten-
tion was not to implement a product feature designed to confer a consumer benefit. Rather, 
HTC had merely failed to act reasonably under the circumstances instead of implementing 
readily available, low-cost measures to address the vulnerabilities at issue.37

In HTC America, the Commission charged that a manufacturer of handsets and 
other mobile terminals “[had] failed to employ reasonable and appropriate security 
in the design and customization of the software on its mobile devices.” A proposed 
consent order filed simultaneously with the complaint obligated HTC to under-
take a series of generally stated remedial measures; in essence, the order specified 
the “what” to be fixed rather than the “how.”38 

Unlike HTC America, two more recent cases were contested in the appellate 
courts. And also unlike HTC America, they explored unfairness jurisdiction in the 
context of data breaches that actually, rather than potentially, occurred. 

In FTC v. Wyndham Worldwide Corp., the FTC brought an unfairness claim 
against a corporation that had suffered three successive cybersecurity breaches 
without undertaking meaningful steps to prevent the breaches. The court found 
that the data breaches were unfair within the meaning of Section 5 and rejected 
the company’s claim that it hadn’t received sufficient notice that weak or nonex-
istent cybersecurity practices could expose it to an FTC Act unfairness charge.39 

Following the Court of Appeals ruling, the case settled with a consent decree 
that essentially obligated Wyndham to undertake reasonable cybersecurity prac-
tices.40 The decree requirement to undertake practices that were reasonable and 
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appropriate in the circumstances was consistent with a pattern the Commission 
had established in unfairness cases involving cybersecurity failures.41 There is a 
significant question of whether, in the dynamic circumstances of cyber offense and 
defense, it is possible to be any more specific.

That question arose in LabMD v. FTC,42 the other recent unfairness appeal in-
volving a data breach. The case came to the Court of Appeals as a challenge to the 
cease and desist order the FTC entered following an administrative hearing. 

The cease and desist order contains no prohibitions. It does not instruct LabMD to stop 
committing a specific act or practice. Rather, it commands LabMD to overhaul and replace 
its data-security program to meet an indeterminable standard of reasonableness. This com-
mand is unenforceable.43

In other words, “Don’t Be Negligent” isn’t good enough. If its perspective is 
adopted by other courts, LabMD could become a very substantial obstacle to FTC 
enforcement of its unfairness jurisdiction in the digital platform realm. 

In addition to constituting a potential obstacle, LabMD is important for another 
reason: its identification and analysis of the foundation for claims that plausibly 
could be directed against the major platforms.

The gist of the Commission’s complaint and its decision is this: The consumers’ right of 
privacy is protected against unintentional invasion. LabMD unintentionally invaded their 
right, and its deficient data-security program was a legal cause. Section 5(a) empowers the 
Commission to “prevent persons, partnerships, or corporations... from using unfair ... acts or 
practices.” The law of negligence, the Commission’s action implies, is a source that provides 
standards for determining whether an act or practice is unfair, so a person, partnership, or 
corporation that negligently infringes a consumer interest protected against unintentional 
invasion may be held accountable under Section 5(a). We will assume arguendo that the 
Commission is correct and that LabMD’s negligent failure to design and maintain a reason-
able data-security program invaded consumers’ right of privacy and thus constituted an 
unfair act or practice.44

If the FTC is permitted to continue unfairness enforcement and remedies by 
reference to reasonableness, that is, to negligence law concepts, it has a meaning-
ful role to play in the interim, while Congress sorts out in some detail the rights 
and obligations that should attend the major platforms. However, if the kind of 
precision in terms of injunctions required by LabMD prevails, Section 5’s utility is 
significantly reduced, and perhaps virtually eliminated.

Remedial Challenges: The First Amendment 
45The degree of precision required with respect to any unfairness remedies im-

posed on platforms is not the only challenge. Remedies also will have to meet First 
Amendment requirements. Some of them would be content neutral, but some—for 
example involving hate speech or foreign political influence—most likely would 
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not. The First Amendment does not pose an insuperable obstacle to the FTC’s use 
of its unfairness authority, but it does require that the agency proceed carefully.

The framework within which the constitutional appropriateness of digital plat-
form remedies would be considered reflects a nearly fifty-year effort by commer-
cial interests to deploy the First Amendment to limit traditional forms of econom-
ic regulation. The consequence for present purposes is that the FTC has limited 
discretion in fashioning injunctions.

It has been more than seventy years since Justice Hugo Black wrote that First Amendment 
rights were “essential to the poorly financed causes of little people.” Since then, the well-fi-
nanced causes of the powerful have discovered the First Amendment as well, deploying it 
to crowd out the little people in electoral politics and undo their legislative successes in the 
courts. The seeds for this project were planted in the 1970s–the decade in which Justice Lewis 
Powell joined the Court, and in which the Court decided both Buckley v. Valeo and Virginia 
State Board of Pharmacy v. Virginia Consumer Council, Inc–and they are now in full bloom.46 

The cable television industry’s enthusiastic use of this strategy is an example. 
Following Congress’ re-regulation of the industry in 1992, cable interests brought 
First Amendment challenges to the provisions of the law that required them to 
carry local broadcast channels. Two Supreme Court decisions were required to 
establish that the must carry provisions were Constitutional, but only because they 
passed the O’Brien47 intermediate scrutiny test for content neutral regulations: 
“further[ing] an important or substantial governmental interest unrelated to the 
suppression of free speech, provided the incidental restrictions d[o] not `burden 
substantially more speech than is necessary to further’ those interests.”48

The cable industry example involved a regulation that compelled the affect-
ed companies to speak. A more contemporary variant is suggested by Professor 
Goodman:

[T]here is no question that [digital speech platforms] deal in core First Amendment expres-
sion. It may be more important for platform companies like Uber that use data in ways that 
are not expressive but constitute communication all the same. For example, if a jurisdiction 
were to require Uber to open up its data to competitors, there would be a question as to 
whether the company was being compelled to “speak” in violation of the First Amendment.49

Professor Goodman’s hypothetical addresses compulsory access to the data a 
firm has accrued, a potential requirement that is prominent in current policy de-
bates. But what about “core First Amendment expression”? Many of the imme-
diate issues with respect to major platform companies—foreign influence, hate 
speech, videos encouraging radicalization—more directly implicate core First 
Amendment values. Remediation, by requiring or encouraging platform compa-
nies to exercise their editorial power in a particular way, could be deemed con-
tent-based and, if so, would need to meet the strict scrutiny test,50 which requires 
the Government to prove that the restriction “furthers a compelling interest and is 
narrowly tailored to achieve that interest.”51
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[S]ocial media companies, as private entities, are free to censor the speech of their users. 
And they do—via community standards and terms of service. That freedom to censor dis-
solves, however, when it is done at the government’s behest. Any new attempt at govern-
ment regulation of online speech will almost certainly face First Amendment problems.52

Not surprisingly, particular circumstances loom very large in First Amendment 
jurisprudence. Different types of speech receive highly varied degrees of protec-
tion.53 As then-Judge Kavanaugh observed, “In the abstract, the intermediate scru-
tiny test is somewhat question-begging (as is the strict scrutiny test, for that mat-
ter). The test almost necessarily calls for common-law-like decisions articulating 
and recognizing exceptions and qualifications to constitutional rights.”54

  
To bring this to a more concrete level, consider this hypothetical advanced by 

the prominent academician and public intellectual Timothy Wu in connection 
with “remedies that would themselves raise First Amendment questions. For ex-
ample, consider a law that would bar major speech platforms and networks from 
accepting money from foreign governments for materials designed to influence 
American elections.”55

Foreign influence and other messages raising similar concerns conveyed over 
digital platforms could be countered with charges that they constitute acts or prac-
tices violative of Section 5. An attempt to silence them, either directly or, more 
plausibly, through the agency of the digital platforms,56 will require care to assure 
that they meet the second prong of the strict scrutiny test.  
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and, if warrant-
ed, prohibiting 

socially harmful 
acts or omis-

sions by major 
digital plat-

forms... 
Availability, 

however, does 
not equal effi-

cacy.

Conclusion
The FTC’s jurisdiction over unfair acts and practices provides a readily avail-

able basis for investigating and, if warranted, prohibiting socially harmful acts 
or omissions by major digital platforms. It not only is available, but relative to 
the competition law provisions assigned to the FTC, the Commission’s use of its 
unfairness jurisdiction in the service of consumer protection is likely to be less 
time-consuming and less costly.

 Availability, however, does not equal efficacy. The FTC’s remedial authority is 
limited. In the first instance it is limited to seeking injunctive relief in the form of 
cease and desist orders. And the scope of the relief is subject to additional limita-
tions.

The First Amendment’s parameters present a real challenge. Overall, however, 
the more difficult remedial challenge is specificity. Very possibly, the statement 
that digital platform companies should engage in reasonable and appropriate con-
duct in particular circumstances cannot be improved upon. This is so because the 
FTC (or any other government enforcement agency for that matter) is unlikely to 
possess the technical expertise to order how something in the digital realm should 
be accomplished. And even if it did, changed circumstances in technology, busi-
ness models, or consumer preferences could render the ordered remediation obso-
lete even as the order is issued.
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Notwithstanding these challenges, in the short-term, FTC investigation and 
prosecution of suspect platform conduct would have at least one undeniably sal-
utary effect. It would inform the ongoing legislative process as Congress explores 
whether new laws directed at platform activities are needed to assure that societal 
benefits are maximized and societal costs are minimized.
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